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EXECUTIVE SUMMARY 

Electric vehicles (EVs) are the future means of transportation systems due to their cost-effective 

and environment-friendly nature.  The rapid advancement in energy storage technologies such as 

lithium-ion (Li-ion) batteries with high energy density has accelerated the acceptance of EVs in 

recent years.  Efficient and safe operation of Li-ion batteries in EVs requires an intelligent and 

smart battery management system (BMS) capable of learning the health degradation in real-time 

for accurately estimating the state-of-charge (SOC) and the state-of-health (SOH). This will add 

autonomy to the BMS in health-conscious decision-making, such as fast charging, discharging, 

cell balancing, and optimal power and energy management. Therefore, the project’s main objective 

is to develop intelligent BMS algorithms by 1) introducing enhanced SOH-coupled parameter-

varying dynamical model of Li-ion battery and 2) real-time learning algorithms to learn the 

parameter-varying model. The enhanced model of the Li-ion battery can be employed for internal 

faults and stress detection by incorporating the SOH indicators, such as capacity loss and power 

loss under normal and accelerated degradation conditions. The research is categorized under four 

main technical tasks to achieve this overall objective.  

In the first task, we have conducted an in-depth literature review to investigate various internal 

and external stress-inducing factors on Li-ion batteries used onboard EVs. Our goal was to study 

the effects of internal and external degradation inducing factors on the capacity fade, power fade, 

and internal parameter variation. The survey focused on four aspects of the life cycle of the Li-ion 

battery: a) internal degradation mechanisms and their modeling, b) external factors affecting the 

degradation of the battery, c) advanced and recent SOH estimation methods. We have reviewed 

179 journal and conference papers and compiled the recent results in tabular forms for quick 

reference along with discussion and conclusions. We systematically presented the evolution of 

chemical and mechanical degradation due to solid-electrolyte interface (SEI) layer formation, 

fracture, lithium plating, dendrite formation, and their mathematical modeling. The inter-relations 

among these degradation mechanisms and their effects on capacity and power fade are also 

discussed. It can be concluded from the review that while the fracture, lithium plating, and dendrite 

formation lead to loss of active lithium resulting in capacity loss, the SEI layer formation affects 

both the capacity loss and power fade. 

In the second task, our goal was to develop an enhanced SOC and SOH-dependent parameter 

varying ECM of Li-ion batteries by accounting for normal and accelerated aging in extreme 

conditions. Based on our literature review, the existing electro-thermal-aging models of the LIB 

were not coupled with changes in the capacity fade. To bridge the gap and for a more accurate 

SOH estimation, we have proposed three SOH coupled models of lithium-ion batteries. Each 

model is an improved version of the previous model and developed to perform specific tasks. The 

models integrate the electric, thermal, and health characteristics of the battery. The proposed 

Model 1 incorporates the change in the battery’s usable capacity due to SOH decay (capacity fade) 

while estimating the SOC. It improves model accuracy since the ECM parameters are dependent 

on SOC and SOH. Model 2 incorporates the nonlinear output voltage equation as part of the 

dynamics such that this model can be learned using a single neural network (NN). Finally, Model 

2 is improved further by incorporating the dynamics of the internal parameter (ohmic resistance). 

This allows estimating the SOH (capacity face), SOC, and the internal resistance, simultaneously. 

The changes in internal resistance provide information about the second SOH indicator (power 

fade) and can be used for fault and stress detection. We have conducted numerical and 

experimental validation of these models using the 26650 cylindrical Li-ion battery.  
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In the third task, we have developed self-learning algorithms using neural networks to learn 

the SOC and SOH-dependent battery model developed in Task 2 with real-time measurements. 

We employed a two-layer NN to learn the Model 2 of the lithium-ion battery. The input layer NN 

weights are initialized randomly, and the output layer weights are trained online using the real-

time measurements from the battery.  We also carried out analytical convergence analysis for the 

NN weight estimation errors using Lyapunov-based stability approaches. The NN approximation 

errors are found to be higher than the conventional Kalman filter-based approaches. This is due to 

the limited number of measurements (voltage, current, and temperature) to learn the higher 

dimensional model. In the fourth and final task, we developed faults/stress detection schemes using 

the developed Model 3. Due to the higher approximation error with NN-based learning, we 

employed a Kalman filter-based approach to estimate the states and detect the internal fault of the 

battery. The Kalman filter estimated the core and surface temperature along with the internal 

parameter (resistance). We introduced a thermal fault during the simulation and monitored the 

terminal voltage of the battery for detection. The fault detection residual is generated by comparing 

the output of the faulted model and the Kalman filter. A detection threshold is used based on expert 

knowledge to detect the fault.  

In summary, three novel SOH coupled electro-thermal-aging models for smart BMS of Li-ion 

battery are developed and validated both numerically and experimentally. Extended Kalman filter 

and NN-based self-learning approaches are developed and employed to estimate the battery’s 

SOC, SOH, and parameter. The results showed that the developed models outperformed the 

existing ones and can be utilized for SOH, SOC, and parameter estimation. The project also 

introduced self-learning algorithms to learn the models from real-time measurements. The 

approximation error in the NN-based self-learning algorithm is found to be higher when compared 

to the extended Kalman filter-based approach. It, therefore, needs further investigation to tune the 

hyperparameters of the online neural network weight training scheme. Further experimental 

evaluation and field tests are required for implementing these algorithms onboard BMS of the EVs.  
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1. INTRODUCTION 

Electric vehicles (EVs) are the future transportation systems due to their cost-effective and 

environment-friendly nature.  The rapid advancement in energy storage technologies, such as 

lithium-ion batteries (LIBs), with high energy density, has accelerated the acceptance of EVs in 

recent years.  In 2018, the United States of America witnessed the highest growth rate in the 

adoption of EVs. An increase of 81 percent in sales of EVs has been seen in the year 2018 

compared to 2017, i.e., approximately 360,000 plug-in EVs were sold in 2018 (1). In addition, the 

Federal Highway Administration (FHWA) recently established the EV charging corridors, 

spanning over 35 states (2).  Several automotive industries have also proposed their future road 

map to meet the anticipated demand of 44 million EVs by the end of 2030 (3).  

The recent additions of LIBs in the high-end plug-in EV categories offer a range of 

approximately 300 miles on a single full charge. It is expected that the LIB market will also reach 

$92 billion by 2024 (4). However, the volatility of internal constituents, flammability, and toxicity 

of the electrolyte, which is the flip side of the high energy density of LIB, make the cells thermally 

unstable at high temperatures and reduce life when operating at low temperatures. Further, the low 

tolerance to abuse (overcharging and discharging) and vulnerability to thermal runway and 

explosion jeopardize user safety (5), which is a national concern. Therefore, a battery management 

system (BMS) (6) is employed for the safe and efficient operation of the LIB, as shown in Figure 

1. In addition to battery operation, the BMS also estimates the state of the charge (SOC) using a 

dynamical model of the battery, which is utilized to compute the EV range.  

 

 

Figure 1.  The architecture BMS with SOC and SOH estimation, fault diagnosis and prognosis. 
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The existing BMSs use linear or nonlinear dynamic models of the LIBs to estimate the SOC. Three 

widely used models of Li-ion battery are the electrochemical model (EChemM) (8- 10),  electric 

circuit model (ECM) (11-15), and data-driven model (16-21). The ECM is widely used because of 

its computational efficiency compared to the EChemM and the data-driven model. The model 

parameters are obtained experimentally or using adaptive estimation approaches apriori to 

implement the SOC estimation algorithms on the BMS hardware. However, the battery model 

parameters vary nonlinearly with the SOC and state-of-heath (SOH) in practice. The constant 

parameter models for estimation may lead to an inaccurate value of SOC, leading to false range 

indication, which may exacerbate the “range anxiety” of the drivers. Further, the charge holding 

capacity of the battery is governed by the current health of the battery. Although a health-

dependent parameter-varying model will improve SOC and SOH estimation, implementation of 

this model is challenging because the existing estimation algorithms cannot be trivially extended 

to time-varying dynamics. This calls for a smart BMS, i.e., BMS incorporated with self-learning 

and autonomous decision-making capability.  

Motivated by the limitation of existing battery models and learning schemes, thus project 

focuses on the development of SOH-coupled varying parameter models of LIBs and self-learning 

algorithms to improve the autonomy and accuracy in estimation and decision-making capability 

of BMS. The project investigates approaches to developing SOH-coupled parameter-varying 

models of LIBs, which account for normal and accelerated degradation conditions, and self-

learning algorithms to learn the model dynamics. The rationale behind this research is that the 

development of enhanced SOC and SOH coupled models and learning schemes will estimate the 

inter-dependent SOC and SOH simultaneously and more accurately.  Taking the current health 

into account, this estimation approach for SOC will lead to accurate range information. Moreover, 

the current SOH information will precisely predict the remaining useful life of the battery based 

on the operational condition and usage. Nonetheless, predicting the battery’s accurate range and 

life cycle will help transportation planners, EV manufacturers, and users design future 

transportation needs. Therefore, the project aligns with Tran-SET vision to use innovative 

techniques to overcome transportation challenges in the South-Central region. 
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2. OBJECTIVES 

The overall objective of the proposed research project is to develop enhanced SOC and SOH 

dependent parameter-varying models of LIB, which account for both normal and accelerated 

degradation conditions, self-learning algorithms to learn the model dynamics,  and fault/stress 

detection schemes. The overall objective of the project is divided into the following four tasks: 

Task 1. The literature survey investigates various internal and external stress-inducing factors on 

LIBs onboard EVs and studies their effects on the capacity fade, power fade, and internal 

parameter variation. 

Task 2. Develop an enhanced SOC and SOH-dependent parameter varying model of LIBs by 

accounting for normal and accelerated aging in extreme conditions. 

Task 3. Develop self-learning algorithms using neural networks to learn the SOC and SOH-

dependent battery model with real-time measurements. 

Task 4. Develop faults/stress detection schemes using the developed model and experimentally 

validate the designs in the laboratory. 
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3. LITERATURE REVIEW 

Li-ion batteries provide a cost-effective solution for high-power applications in EVs by operating 

the batteries at the upper-performance limits (22). However, less tolerance to abuse (overcharging 

and discharging) and operating at the upper limits make the battery vulnerable to thermal runway 

leading to an explosion (23). This mandates a BMS for safe operation, health monitoring, and life-

cycle management (24, 25) of the battery packs. SOC and SOH are the two key indicators, which 

govern battery usability and longevity, respectively. However, the highly nonlinear 

electrochemical dynamics and lack of embedded sensing technology to track internal parameter 

changes preclude the direct measurement of SOC and SOH (26). Diligent efforts by multiple 

researchers have been put forward to estimate the SOC (27) and SOH (28, 29) in the past decade. 

The complexity of SOH estimation has received mainstream focus, in recent times, due to the 

involved challenges, including SOH dependence on several degradations accelerating factors, such 

as temperature, C-rate, faults, and their combinations. Moreover, the SOH and SOC also affect the 

internal parameters making them time-varying with degradation of health. This calls for the need 

for a SOH-dependent parametric model, which can be used to estimate the SOH and SOC 

simultaneously, and accurately for health-conscious orchestration of battery management 

functions. 

3.1 SOH-coupled Li-ion Battery Modeling 

The SOH of the battery represents the ability to store and deliver energy, which can reflect the 

degree of degradation. The most commonly used SOH indicators include variation in battery 

capacity (30), DC resistance (30), and AC impedance (31). The development of physics-based 

electrochemical models (32) for the internal degradation mechanisms of a LIB is complex. In 

addition, these electrochemical models are computationally intensive to implement on low-cost 

target microcontrollers (27). Therefore, empirical models for degradation (capacity fade) using 

experimental data are proposed (33) to reflect the cycle life aging of lithium batteries. On the other 

hand, as monitoring the internal temperature is one of the critical requirements for a LIB, an 

electro-thermal model is proposed by Lin et al. (34) to include the thermal effects on the battery’s 

parameters. Later, Perez et al. (35) integrated the empirical aging dynamics in (33) (which is a 

function of C-rate and temperature) and electro-thermal model, in (34), of the LiFePO4/graphite 

battery and proposed an electro-thermal-aging model. This model is established to develop optimal 

fast charging protocols with constant ECM parameters. The electro-thermal-aging model proposed 

by Perez et al. in (35) is extended by Pang et al. (36) to incorporate temperature variation in aging 

dynamics and ECM parameters for estimating the core and surface temperature. However, the 

aging dynamics used in (35, 36) to develop the electro-thermal-aging models did not include the 

dependence on one of the main aging factors, i.e., the SOC of the battery. The repeated charge-

discharge at different SOC levels (depth of discharge) significantly affects the capacity fade. This 

dependence of capacity fade on SOC is addressed by Suri et al. (37), later adapted by Liu et al. 

(38) to improve the electro-thermal-aging model. The authors in (38) integrated the models in (34) 

and (35) to compute optimal charging patterns, which accounts for the ECM parameters variation 

with SOC and temperature.  

Besides, it has also been demonstrated by Hashemi et al. (39) that cell aging impacts the ECM 

parameters. Although all the above models in  (35, 36, 38) integrate ECM, thermal, and capacity 

fade dynamics to develop an electro-thermal-aging model, the ECM employed is not coupled with 

the capacity fade dynamics. Thus, the effects of capacity fade (SOH) on SOC and, in turn, the 
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ECM parameters and the terminal voltage are not reflected, leading to inaccurate SOC and number 

of cycles information. Moreover, as discussed earlier, electro-thermal-aging model parameters are 

time-varying and nonlinear. Estimation of these time-varying ECM parameters is vital to track 

internal degradation, fault detection, and isolation. This requires a model that can be employed to 

simultaneously estimate the states (SOC and SOH) and parameters of the LIB. 

3.2 Self-learning Algorithms 

An ample amount of research results are available in the literature on SOC (11, 40-46) and 2) SOH 

estimation (25). Kalman filters and their variants (52-57), linear and nonlinear observers (41, 58-

64), and neural network-based offline data-driven approaches (44, 45, 66-70) are some of the 

important ones. Two common limitations of these approaches are 1) constant parameter models 

employed for estimation and 2) the complete apriori knowledge of model parameters, which can 

only be found experimentally (71) or estimated earlier adaptively (42, 72-75). However, the model 

parameters vary nonlinearly with SOC (15). Further, the SOC and SOH, i.e., the capacity and 

power fade, are interdependent and complicate the parameter dynamics. The degradation process 

of the battery is also accelerated due to abusive behavior (76), high electro-mechanical and 

chemical stresses, internal faults (77-84), leading to an accelerated change in the model 

parameters.  

It is well known that observer design and parameter estimation of time-varying dynamical 

systems is challenging when compared to constant parameter systems. The existing estimation 

algorithms cannot be trivially extended for a parameter-varying system. Developing online 

machine-learning algorithms that can estimate the SOC and SOH by learning the parameter-

varying system from real-time measured input-output data is critical for BMS autonomy.  

3.3 Fault and Stress Detection 

On the other hand, the BMS is also equipped with algorithms to detect external faults, such as 

voltage drift, overcharge current, and high temperature (85). However, the BMS cannot detect 

internal faults due to a lack of sensing technology (85). The placement of sensors to measure the 

internal changes in a Li-ion battery may be difficult due to its small size and cost. An internal fault 

in the Li-ion battery develops high internal pressure and temperature leading to thermal runaway 

following ignition and explosion. Early detection and diagnosis of these faults are necessary to 

avoid catastrophic failures of Li-ion batteries. 

Primary fault detection schemes available in the literature include co-relation-based (87), 

model-based (88), data-driven (89) approaches. In a correlation-based approach,  the correlation 

coefficients of cell voltages are captured and compared for fault detection in a Li-ion battery. The 

limitations of the threshold-based method are the inability to differentiate faults from abrupt inputs 

and failure to detect faults of smaller magnitude in normal operating conditions  (90).  Therefore, 

model-based fault diagnosis techniques are widely used.  Model-based fault detection schemes   

(91-97) uses output error as a residual to detect a   fault in the system.   A   fault is said to occur 

when this residual exceeds the threshold value. Several model-based approaches for fault 

detection, such as sensor faults using extended Kalman filter (EKF) (91), electrochemical faults 

using EKF  (92), and sliding mode observer (SMO)  (93),  and parameter-based faults using 

unscented Kalman filter (KF) (93).  The partial differential equation (PDE)  based electrochemical 

model to detect internal faults was also proposed (95). Simultaneous fault isolation and estimation 

scheme using Leuenberger and learning observers,  respectively,  are presented by Chen et al. (96).  
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It is important to note that the performance of the model-based approach depends on the model 

accuracy with which they maintain robustness against cell-inconsistencies in all operating 

conditions. Although the fault detection schemes (97-103) mentioned above could detect and 

isolate various kinds of faults in  Li-ion batteries,  the assumptions, such as constant model 

parameters, linear OCV vs. SOC curve, limit their performance significantly. These assumptions 

are stringent in practice.  

In summary, the project deals with designing algorithms for smart BMS by developing 

nonlinear SOC and SOH-dependent parameter varying models and associated real-time self-

learning algorithms. The enhanced model and the self-learning algorithms will improve the 

accuracy by simultaneously estimating SOC and SOH parameters and can be employed for internal 

fault/stress detection.  
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4. METHODOLOGY 

In this project, we investigated the development of SOH integrated models for LIB cells and 

learning algorithms to learn the model online, which was further used to estimate the SOC and 

SOH and detect fault/stress. We researched four steps, as mentioned under the Objective section. 

First, we performed a thorough literature review (Subsection 4.1) to understand the effect of 

degradation mechanisms on the health of the LIB. We proposed three analytical SOH-coupled 

models of the Li-ion cell (Subsection 4.2) based on our survey result and validated the models 

using both numerical and experimental data. Moreover, we proposed a real-time learning 

algorithm using neural networks (NN) to learn the SOH model (Section 4.3).  In the final step, the 

SOH model with an extended Kalman filter (EKF) is employed to detect thermal fault/stress on 

the cell (Subsection 4.4). The details of the methodology used to develop the models and 

algorithms are presented in the following few subsections.,  

4.1 Literature Review of Internal and External Degradation Factors (Task 1)  

 Motivated by the lack of a comprehensive review of LIB’s health degradation and its correlation 

with the SOH metrics, we presented an in-depth review of the internal degradation mechanisms 

along with their mathematical models. We also reviewed the advanced/emerging SOH estimation 

methods considering both the internal and external aging effects to identify the trend and research 

gap that hinders intelligent BMS’ development with health-conscious decision-making capability. 

To our best of knowledge, this is the first time such a review encompassing internal degradation 

and health estimation is presented in the literature.  

The review focused on the following three aspects of the life cycle of the Li-ion battery:  

• Internal degradation mechanisms and their modeling,  

• External factors affecting the degradation of the battery, and 

• Advancement in SOH estimation methods encompassing the internal degradations. 

We have reviewed 179 recent journal articles and conference papers in the above categories, 

compiled the results in tabular forms for quick reference, and provided discussion and possible 

future directions for research. In addition, we systematically presented the evolution of chemical 

and mechanical degradation due to solid-electrolyte interface (SEI) layer formation, fracture, 

lithium plating, and dendrite formation and their mathematical modeling. The inter-relations 

among these degradation mechanisms and their effects on capacity and power fade are also 

discussed. The key contributions of the review are: 

• We presented modeling studies on internal degradation mechanisms at anode and cathode 

and their relation to SOH metrics. 

• The different electrochemical models, integrated with the internal degradation 

mechanisms and their governing equations for graphite and metal anodes commercially 

available, are discussed and summarized.  

• The individual and combined contributions of external aging factors to capacity and power 

fade are discussed. The dominant degradation mechanisms under cycling and stored 

conditions are also reviewed.  

• The empirical models of capacity and power fade for calendar and cycle aging of LIBs 

with different cathode chemistry are summarized in a table for quick reference. These 
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models can be integrated with the ECM and electrochemical models to develop SOH-

integrated models. 

• We reviewed the advanced SOH estimation methods accounting for the influence of both 

internal and external aging factors. The advantages and limitations of these advanced SOH 

estimation methods are summarized in a table for quick reference. In addition, the recent 

machine learning-based approaches and their potential to develop intelligent BMS are also 

presented. 

• A complete section on discussion and potential future areas of research are proposed. 

4.2 Development of a SOH-Coupled Parameter Varying Model of LIB 

In this subsection, the development of the SOH-coupled parameter varying model of LIB is 

presented. This task is conducted in three steps: 1) an analytical model of the LIB is proposed by 

coupling the SOH and SOC dynamics and represented using a state-space formulation. 2) The 

model is validated numerically via simulation using MATLAB software, and 3) experimentally 

validated using a MACCOR battery tester. The proposed SOH-coupled analytical model is 

presented next. 

4.2.1 Development of Analytical Model 

An electro-thermal-aging model of LIB integrates a 2-RC equivalent circuit model (ECM), a 

thermal model, and a semi-empirical aging model.   

Equivalent Circuit Model: The 2RC ECM is a combination of Thevenin and run-time circuits, 

as shown in Figure 2. 

 

Figure 2. The two RC (2RC) equivalent circuit model (ECM) of LIB. 

The ECM parameters, i.e., the circuit components 0 1 1 2, , ,p p pR R C R , and 2pC  vary with the SOC 

and operating temperature of the battery.   

The model of ECM with the varying parameters, adapted from in (100), is given by 

 
1 1

1 1 1( , ) ( , ) ( , )

p p

use

c c

p m p m p m

dSOC I

dt C

dV V I

dt R SOC T C SOC T C SOC T

−
=

−
= +
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2 2

1 2

2 2 2

0

( , ) ( , ) ( , )

( ) ( )

p p

p p

c c

p m p m p m

t OC c c m

dV V I

dt R SOC T C SOC T C SOC T

V V SOC V V R T I

−
= +

= − − −

 (1) 

where 0R  is total ohmic resistance of the cell, 1pR  and 1pC  are charge transfer resistance and 

capacitance, 2pR  and 2pC  are Warburg impedance and capacitance, respectively. The capacity useC  

represents the battery’s usable capacity and ocV  represents open-circuit voltage.  The temperature 

mT  is the average of surface ( sT ) and core ( cT ) temperature given as
2

c s
m

T T
T

+
= . 

Assumption 1: The self-discharge resistance sdisR  has a negligible effect on the transient behavior 

of the battery for modeling and is neglected while modeling. 

The ECM parameters dependent on SOC and mT , adopted from (100), expressed by the 

following equations: 

 

1

2

6

7

17

0 0

2
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2 2
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2
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2 2
2 18 19 20 21 22 23

( )

(       )

( )

(       )

i

m i

i i

i

m i

i i i i

i i i i i i i

i

m

i i i i

i i i i i i i

a

T a

a

T a

p

p m

a

T
p

p m

R a e

R a a SOC a SOC e

C a a SOC a SOC a a SOC a SOC T

R a a SOC a SOC e

C a a SOC a SOC a a SOC a SOC T

−

−

=

= + +

= + + + + +

= + +

= + + + + +

 (2)  

where the coefficients ( 0,1,..., 23)
i

a  =  are listed in Tables 1 and 2, and the index { , }i c d  

denotes the charging and discharging cycle of LIB. 

Thermal Model: The thermal model depicts the dynamics of the core ( cT ) and surface ( sT ) 

temperatures, which are given by (100), 

  
( )c s c

c c c

dT T T Q t

dt R C C

−
= +   (3) 

 s a s s c

u s c s

dT T T T T

dt R C R C

− −
= −  (4) 

where ( )( ) ( ) ( )( )oc t c oc cQ t I V SOC V T t dV dT= − −  is the internal heat generation, including joule 

heating and energy dissipated from electrodes (102), and oc cdV dT  is the entropic coefficient. The 

heat generated from the entropic heat is neglected ( 0oc cdV dT = ). 

( / ), ( / ), ( / )c u cR K W R K W C J K  and ( / )sC J K  are the heat conduction resistance, convection 

resistance, core heat capacitance, and surface heat capacity, respectively. aT  is the ambient 

temperature, which is assumed to be constant. 
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Capacity Fade Model: The aging model, adapted from (103), is given by 

 ( ) ( )

a rate

g c

E C

R T z
lossC SOC e Ah



 

+

= +   (5) 

where lossC  is a function of the SOC, rateC  and cT , and 20%lossC =  is the percentage of capacity 

loss in % , which is often indicative of the end of life (EOL) for an automotive battery. ,   are 

severity factor functions whose values depend on SOC are given in Table 4 (simulation setup 

section),   models the rateC  dependence which is given as 152.5 = , 
gR  is the ideal gas constant, 

Ah   is the accumulated charge throughput, 00 /315aE joule mol=  is the activation energy and the 

power-law factor 0.57z = . Based on Eq. (5) the SOH can be defined as, 

 0

0

| ( ) |

( ) ( )
2 ( , , )

t

t

rate c use

I d

SOH t SOH t
N SOC C T C

 
= −


  (6) 

where 0t  denotes the initial time. Consequently, 1SOH =  for a new battery and 0SOH =  

corresponds to 20%  capacity loss. The time derivative of Eq. (6) yields the battery aging model 

given by 

 
| ( ) |

2 ( , , )rate c use

dSOH I t

dt N SOC C T C
= −   (7) 

where N  denotes the number of cycles until EOL, which is given as 

 
3600 ( , , )

( , , ) total rate c
rate c

use

Ah SOC C T
N SOC C T

C
=    (8) 

where totalAh  is the total amount of charge that can flow in and out of the battery during its 

operation and expressed by  

 

1

20

( )

a rate

g c

z

total E C

R T

Ah

SOC e



 

− +

 
 

=  
 

+ 

  (9) 

Remark 1: The dynamics in Eq. (1), (3), (4), and (7)  can be combined to form an electro-thermal 

-aging model.  However, straightforward integration of these models will not reflect the 

interdependency of the capacity fade in Eq. (7) on SOC dynamics in Eq. (1) (first equation) and, 

therefore, the effects on parameter variation. Furthermore, since the usable capacity keeps 

diminishing from the design/nominal capacity as the battery ages (101), the usable capacity in the 

SOC dynamics Eq. (1) must be coupled with the SOH  dynamics in Eq.  (7).  

Model-integration and Proposed SOH-coupled Model: To couple the Eq. (7) to the dynamics 

of SOC in Eq. (1) (first equation), we redefined the SOC dynamics as 
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( )

( ) use

dSOC I t

dt SOH t C

−
= . (10) 

For completeness, the proposed SOH-coupled electro-thermal-aging model by incorporating the 

coupling term in Eq. (10) can be expressed as 

 

1 1

2 2
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1 1 1
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0
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I V V R T IT T
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T T T

dT

dt

dT

dt

dSOH

dt

T

R C R C

I t

N SOC C

−
=

−
= +

−
= +

+ +−
= +

− −
= −

= − .
, )e c useT C

  (11) 

Note that the term ( )Q t  is eliminated using the terminal voltage equation of the battery.  The 

modeling process and the steps involved in formulating the model are shown in Figure 3. 

Now, define the states of the system as 
1 2 3 4 5

6

6[                ]Tx x x x x x x=   with 1x SOC= ,
12 ,

pcx V=

23 pcx V= , 4 5, ,c sx T x T= =  and 6x SOH= with 4 5

2
m

x x
T

+
=  and the control input u . The  state-

space  model  of  the  SOH-coupled electro-thermal-aging dynamics are  given  in  a non-affine  

form  as follows, 

 
( , )

( , )

s

s

x f x u

y h x u

=

=
  (12) 

where  the output equation 
1 2 3 0 4 5( , ) ( ) ( , )s

OCh x u V x x x R x x u= − − −  and the internal dynamics 

denoted by 

32

6 1 1 4 5 1 1 4 5 1 1 4 5 2 1 4 5 2 1 4 5

5 2 3 0 4 5 5 54 4

2 1 4 5 1 4

( , ) , ,
( , , ) ( , , ) ( , , ) ( , , ) ( , , )

( ( , ) )
, , ,
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s
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a
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f x u
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C x x x R C R C C R C R C R C R C N C x x C

 −−−
= +


+ +− −
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

.

T


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Figure 3. SOH-coupled model of LIB a) ECM, b) thermal model, c) capacity fade model. 

4.2.2 Kalman Filter for State Estimation 

The goal is to simultaneously estimate the SOC, SOH cT , and sT   for the model developed in Eq. 

(12) using an EKF. For the ease of onboard implementation, the discrete-time representation of 

the SOH-coupled thermal model  can be expressed as 

 
1 ( , )

  ( , )

k k k

s
k k k k

sx f x u

y h x u v

+ =

= +
  (13) 

We have used Euler’s approximation to discretize the model. The nonlinear function ( , )k

s

kf x u  is 

the discrete internal dynamic function and ( , )s

k kh x u  is the output function. An observation noise 

kv  is included to account for the measurement noise. The estimated state is denoted by ˆ
kx , ku   

and ky   are the control input and output, respectively, at time instant k  , 1,2,3=  with 

a sampling period T , i.e.,  t kT= . 

The process of EKF uses two steps: update and prediction, as shown in Algorithm 1. The 

prediction step is used to estimate the state and covariance matrix  | 1

n n

k kP 

−  . The update step 

is used to update the state and covariance estimates using the Kalman gain n

kK  , residual 

covariance matrix m m

kS  , measurement variance matrix m m

kR  , and measurement matrix 

kH . The state transition and observation matrices H

kF  and kH , respectively, are given as, 

 
1| 1

| 1

ˆ ,

ˆ ,

|

| .

k k k

k k k

H
H

k x u

k x u

f
F

x

h
H

x

− −

−


=




=


  (14) 
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Table 1. Algorithm for the extended Kalman filter 

Algorithm 1: Extended Kalman filter 
Step 1: Initialize $k= 0$ 

Initialize state vector and covariance matrix 

0 0 0 0 0 0 0
ˆ ˆ ˆ( ), [( )( ) ]Tx E x P E x x x x− − − −= = − −   

Step 2: Computation 1,2,....k =  

Prediction Step: 

| 1 1| 1 1| 1
ˆ ˆ ˆ( ) ( )k k k k k k kx f x g x u− − − − −= +          → Predicted state estimate 

| 1
ˆ ˆ( , )k k k ky h x u−=  

| 1 1| 1

T

k k k k k k kP F P F Q− − −= +                        → Predicted covariance estimate 

Step 3: Update Step: 

ˆ
k k ky y y= −                                                   → Error 

| 1

T

k k k k k kS H P H R−= +                                → Residual covariance 

1

| 1

T

k k k k kK P H S −

−=                                         → Optimal Kalman gain 

| | 1
ˆ ˆ

k k k k k kx x K y−= +                                     → Updated state estimation} 

| | 1( )k k k k k kP I K H P −= −                             → Updated covariance estimation} 

4.2.3 Model Validation 

We have validated the proposed model both experimentally and numerically. The MACCOR 

battery tester and MATLAB software are used for the validation. We also employed the EKF to 

estimate the internal states of the battery using the measured voltage output. A detailed discussion 

on the model validation is presented below. 

Simulation Setup: The widely used cylindrical A123 26650 LiFePO4/graphite cell was chosen 

for the simulation study. The parameters used for simulation are as follows: 

 The coefficients of the model parameters in Eq.  (2) for charging and discharging, obtained 

from the experimental data presented in (100), are given in Table 2 and Table 3. 

Table 2. Coefficients (charge). 
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Table 3.  Coefficients (discharge) 

 

The parameters of a single cell lumped thermal model  adapted from  (104)  were chosen as 

3.08uR = , 1.94cR = , 62.7cC = , 4.5sC = , and 8.314gR =  (100). The SOH model parameters 

,  , whose values depend on SOC, are given in Table 4, 152.5 = , 
gR  is the ideal gas constant,

00 /315aE joule mol=  and 0.57z = .  

Table 4. Optimal values of   and  . 

 

The cell’s capacity is measured experimentally by cycling the battery at low rateC  (C/20) and found 

to be $2.4 Ah$.  The ( )ocV SOC  curve is obtained from a standard OCV-SOC test as follows: 

1) The batteries were fully discharged to 0% SOC following the standard constant current 

constant voltage (CC-CV) protocol, as shown in Figure 4. 

2) The batteries were rested for 2 hours. 

3) The batteries were charged with C/20 at intervals of 10% SOC. 

4) The  OCV  of batteries was measured after  2 hours rest after each 10% SOC increment. 

5) Steps  3)  and  4)  were repeated until the batteries were charged to 100% SOC. 

6) Steps 3), 4) and 5) were repeated for discharge protocol. 

 

Figure 4. CC-CV current in A at 1 C-rate. 
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The OCV vs SOC curve obtained from the experimental result is shown in Figure 5. The average 

of these curves is used to model the ( )ocV SOC . It can be observed that ( )ocV SOC  has an almost 

linear behavior in the region between 10%  and 100%  SOC and exponentially drops while the 

SOC is approximately below 10%  (105).   Although ocV  varies with temperature, it is shown in 

(106) that the variation is minimal in 4LiFePO  cells. So, OCV-SOC test is carried out at 25 .C  

 

Figure 5. OCV vs SOC curve obtained from the experiment. 

The expression for the ocV  by fitting the curve is obtained as 

 2 3 4 5 6 7
0 1 2 3 4 5 6 7( )   ocV SOC p p SOC p SOC p SOC p SOC p SOC p SOC p SOC= + + + + + + +  (15) 

where the coefficients 
(.)p  are given the Table 5. 

Table 5. Coefficients 
(.)p  of the OCV  expression. 

 

The initial state vector is selected  as [0,0.1,0.1,10,25,1]Tx =  with a sampling time of 1s. Then, a 

10A (approx. 4.17 C-rate) CC-CV charge-discharge cycle is used as an input to observe the battery 

degradation over the life at 025aT C= .  The finding of the numerical experiment is discussed in 

detail in Section 5.  

Experimental Setup: We validated the models using A123 26650 LiFePO4/graphite cells with a 

capacity of 2.5 Ah. The battery test bench, shown in Figure 6 and Figure 7, consists of the following 

test equipment. 

• The  MACCOR  4300 M  battery  testing  system  

• Environmental chamber 

• Host PC with battery cycling software 
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The testing system records the battery’s measured data  (voltage,  current,  and temperature) to 

the computer with the sampling time of one second. The user interface and data visualization 

windows are shown in Figure 8. 

 

Figure 6. Battery test equipment for experimental validation. 

 

Figure 7. A123 26650 and 18650 Li-ion batteries (a) outside the environmental chamber at room temperature and (b) 

inside the environmental chamber with controlled temperature. 

The battery cycling software is used to program the charging and discharging current. A 

constant current and constant voltage (CC-CV) charge-discharge pattern at 1 C-rate is used for the 

experimental validation.  The software is also equipped with plotting options to visualize the 

charge-discharge voltage, current, and power fade, as shown in Figure 10 and Figure 11.  

However, the host PC does not permit the installation of other analysis software, such as 

MATLAB.   We imported the recorded current and voltage to  MATLAB  to validate the proposed 

coupled model in Eq. (12). 

The following steps are employed for the validation of the model. 

1. The A123 26650 cylindrical cell is cycled at a 1C-rate inside the environmental chamber 

at a temperature of 25 deg. for 52 cycles. 
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Figure 8. MACCOR user interface for battery testing. 

   

Figure 9. Data visualization using MACCOR interactive displays. 

2. The voltage, current, and temperature data acquired from the battery tester are stored in 

the host PC in a .txt file format. 

3. The data files are exported to the PC with MATLAB software. 

4. The CC-CV current used to cycle the battery is used for the model developed in Eq. (12). 

5. The output voltage of the simulated model and the experimentally measured voltage are 

compared to validate the error.  
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Figure 10. Constant current and constant voltage charging and discharging of the battery. 

 

Figure 11. Capacity loss of the battery with an increased number of charge-discharge cycles. 

The findings are discussed in Section 5. 

4.3 Self-learning Algorithm for SOH 

In this task, we focused on developing real-time machine learning algorithms using neural 

networks to learn the SOH-coupled model developed in Task 2. However, the proposed SOH 

coupled model in Eq. (12) has two nonlinearities: the nonlinear state and output equations. To 

learn the complete model, we need two neural networks (one for the state and one for the output), 

which will require more computation for implementation purposes. Therefore, we first 

reformulated the model to integrate the output equation in the state dynamics. Then, we proposed 

real-time machine learning algorithms using neural networks (NNs), which can learn the model 
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using measured voltage, current, and temperature. In the following sections, we have presented the 

methodologies for model reformulation and the development of an NN-based identifier to learn 

the system model. 

4.3.1 Model Reformulation for Self-learning Algorithm 

The state-space model in Eq. (12) is reformulated by redefining the states vector to incorporate the 

terminal voltage tV . We further expressed the voltage 
2cpV  in terms of other ECM parameters. 

This helped keep the number of states equal. The new states are 1x SOC= ,
12 pcx V= , 

3 4 5, , ,c sx T x T x SOH= = =  and 6 tx V= . We also refined the inputs as 
1 2[    ]Tu u u= , where 1u I=  , 

and 2 au T= .  

 The voltage across the second RC pair, 
2pcV , defined as a state in Eq. (12), is rewritten as   

 
2 1 6 2 30 14( ) ( , ) .

pcV x x x R x x u= − − −  (16) 

Substituting the value of 
2pcV  from Eq. (16) in dynamics of voltage and rearranging the terms gives 

 

3 4 3 4 3 4 3 4

3 4 3 4 3 4 3 4

3 4

1 3 4 6 1 2 2

1 1 1 1 2 1 2 1

6 1

2 1 2 1 1 1 2 1

0 1

2 1 2 1 23 4 13 4

1 1
( , , , , , ) [ ]

( , , ) ( , , ) ( , , ) ( , , )

1 1 1
[ ] [

( , , ) ( , , ) ( , , ) ( , , )

( , ) ( )
]

( , , ) ( , , ) ( ,

t

p p p p

p p p p

p p p

V x x x x u u x
R x x x C x x x R x x x C x x x

x u
R x x x C x x x C x x x C x x x

R x x x

R x x x C x x x R x x





= + −

− − +

+ +
23 4 3 41, ) ( , , )px C x x x

 (17) 

where 4 3 1 1 6 4 32 4
1 3 4 6 3 41 2 1 0

( ( ) )
( , , , , , ) ( , )( )

2 2 2 2c c c u s c s

x x u x x x xu x
x x x x u u u R x x

R C C R C R C




− − −−
= − + + −  . 

The dynamics of voltage Eq. (17), the state-space model is redefined as 

 
( , )NN

NN

x f x u

y C x

=

=
 (18) 

where 
0 0 0 0 0 1

0 0 0 1 0 0

NNC
 

=  
 

is the linear output coefficient matrix and the internal dynamics  
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use p p p c c c c c
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c s u s c s u s rate use
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x C R x x x C x x x C x x x R C R C C

x x x u u
f x u

R C R C R C R C N C x x C
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

, 

where 
6 ( , ) tf x u V=  as defined in Eq. (17).  
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Remark 2: The model in Eq. (18) has a linear output map, and the output matrix NNC  is known. 

Therefore, we can employ one NN to learn the system model presented next. 

4.3.2 Neural Network-based Identifier 

In this section, we have designed the NN-based identifier. The LIB model in Eq. (18) can be 

rewritten as  

 
( , )

NN

NN

x u

y C

x

x

x A f

=

= +
  (19) 

where ( , ) ( , )NN NNf x u f x u Ax= − with A  is a stable matrix of appropriate dimensions. By 

universal approximation property of the neural network, one can express a nonlinear function 

( ) ng x   as  

 ( ) ( ) ( )Tg x W x x= + ò   (20) 

where l nW  is the unknown weight vector and ( ) lx   is the activation function with l  is the 

number of neurons, and ( ) nx ò  is the approximation error. Two-layer neural network 

architecture is shown in Figure 12, is used to approximate the internal dynamics NNf . 

 

Figure 12. Two-layer neural network for learning the lithium-ion battery model. 

Recalling the LIB dynamics in Eq. (19), with NN approximation in Eq. (20), the system dynamics 

can be approximated as  

 ( , ) ( , )Tx Ax x u x u = + +ò  

where 
n nA   is a Hurwitz matrix, ( , )x uò  is the approximation error, 

T n l   is unknown ideal 

NN weight matrix, ( , ) lx u   is vector basis functions, l  is the number of neurons in the neural 

network architecture. 

Assumption 2: The NN target weight matrix, activation function, and the approximation errors are 

bounded and satisfy max   , ( , ) maxx u   and ( , ) maxx u ò ò‖ ‖  where max , max , and maxò  are 

unknown positive constants. 
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This is a standard assumption in NN literature. With the estimated NN weights, the identifier can 

be expressed as 

 
ˆˆ ˆ ˆ( , )

ˆ ˆ

T Tx x u Ax L y

y Cx

 = + +

=
  (21) 

where x̂  is the estimated state and ˆ n l   is the estimated NN weight matrix to be updated to 

minimize the state estimation error defined by ˆ
xe x x= − . 

Since the state estimation error is not available for measurement, we will use the output 

estimation error is defined as ˆ
ye y y= − , to update the NN weights. The weight update law 

designed using Lyapunov based approach is described next. 

                            

Figure 13. The architecture of the NN-based model-learning mechanism.  

The goal of designing an update law for the NN weights is to minimize the state estimation 

error xe . Define a recursive least square NN weight update law as 

 1
ˆ ˆ( , ) TP x u My  =   (22) 

 
.

1 1
1

ˆ ˆ( , ) ( , )

ˆ ˆ1 ( , ) ( , )

T

T

P x u x u P
P

x u x u

 


 
−

+
=   (23) 

where M   is a dimension matching matrix,  ,   are hyper-parameters for tunning and 1P  is a 

user-defined positive definite matrix. A block diagram of the learning mechanism is shown in 

Figure 13 below. 

Remark 3: The NN weights are updated online with real-time measurements. The learning gains 

(hyper-parameters) can be chosen using the conditions derived from the Lyapunov stability 

analysis, 
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 To validate the analytical design of the learning algorithm, we run a computer simulation 

using MATLAB with the parameters design in Section 4.4. The details of the analysis and findings 

are provided in Section 5.  

4.4 Fault Detection Scheme 

In this task, we developed a fault detection scheme using the model proposed in Section 4.2. We 

reformulated the model to incorporate the time-varying internal resistance as a dynamical state to 

estimate the battery’s internal resistance using a filter-based approach. This allows us to isolate the 

internal faults. We then implemented an extended Kalman Filter (EKF) to estimate the states and 

developed a model-based fault detection algorithm to detect a thermal fault. The following section 

presents the methodology employed for model reformulation, EKF algorithm, and fault detection 

scheme in detail. 

4.4.1 Model-reformulation for  Fault Detection 

The SOH coupled model in Eq. (12) is reformulated by including the internal resistance as the 

seventh state of the system. The state vector can be written as 1 2 3 4 5 6 7[                   ]Tx x x x x x x x=  where  

1x SOC= , 
12 pcx V= , 

13 pcx V= , 4 5 6 7 0, , ,c sx T x T x SOH x R= = = = , The new state-space model in a 

non-affine form is given as, 

 
( , )

( , )

p

p

x f x u

y h x u

=

=
  (24) 

where 1 2 3 7( )p

och V x x x x u= − − −  and the internal dynamics are denoted by 

32

6 1 1 4 5 1 1 4 5 1 1 2 1 4 5 2 1 4 5 2 1

5 2 3 7 5 54 4
4 5

4

( , ) , ,
( , , ) ( , , ) ( , ) ( , , ) ( , , ) ( , )

( ) )
, , ,

2 ( , )
( , )

p

use p p p m p p p m

T

a
r

c c c c c c s u s c s u s rate use

xxu u u
f x u

x C R x x x C x x x C x T R x x x C x x x C x T

x u x x x u x x Tx x u
f

R C R C C R C R C R C R C N C
x

x
x

C

 −−−
= + +


+ +− −
+ + − −





+

 

with 4 5 0( , )r x x dR tf d=  computed from Eq. (2).  

Remark 4: The above state-space representation uses the SOH-dependent ECM parameter 0R  as 

a state of the system. Therefore, the change in parameters can be estimated using observer or filter-

based approaches. 

4.4.2 Model-based Fault Detection using Kalman Filter 

A model-based fault detection scheme is developed using the proposed discrete-time model in Eq. 

(13) and the EKF algorithm presented in Section 4.1.D. The model-based fault detection scheme 

compares the EKF output with the LIB output to generate the output residual. Since the EKF is 

unaware of the fault, the difference between the battery terminal voltage and EKF output increases. 

This error is, in general, referred to as fault detection residual. The residual is compared with the 

detection threshold to detect the fault. A schematic of the model-based fault detection employed 
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in our project is shown in Figure 14. We carried out the numerical simulation of the reformulated 

model, EKF, and the fault detection scheme using MATLAB.  
 

 

Figure 14. The architecture of the model-based fault detection system. 

The following methodology was used to validate the fault detection algorithm via numerical 

simulation: 

1. The LIB model in Eq. (24) is discretized using Euler’s approach and used as the LIB block, 

shown in Figure 14. The parameters of the model are defined in Section 4.2.3. 

2. The EKF described in Section 4.2.2 is employed as the fault detection observer or model. 

3. A slowly rising exponential fault is introduced in the model only to mimic the thermal fault 

in the battery.  

4. The residual is generated by comparing the battery model output and the EKF output. 

5. The knowledge of the LIB parameters is used to determine the fault detection threshold. The 

details of the results are discussed in Section 5.  
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5. ANALYSIS AND FINDINGS 

This section presents the research findings from the methodology of the tasks described in the 

previous section in detail.  

5.1 Findings from the Literature Review (Task 1) 

We have reviewed internal degradation mechanisms, shown in Figure 15, such as SEI layer 

formation, fracture, lithium plating, and dendrite formation in detail, along with their modeling. 

The studies show that the internal degradation steps from SEI formation to lithium plating can be 

summarized as follows: 

1. SEI layer grows substantially at the anode with consecutive charge and discharge cycles.  

2. Due to SEI’s permeability to Li-ions, significant stresses are generated, leading to 

fractures of electrodes. 

3. SEI layer formation and its growth reduce anode’s porosity, resulting in Li-plating or Li-

metal formation at the narrow gap between the anode and the electrolyte. 

4. Li-plating again results in protrusions on the electrode surface, leading to dendrites.  

 

Figure 15. Internal degradation mechanisms in Li-ion cells adapted from (98). 

It is well established that the dominant aging mechanisms for graphite anode Lithium-ion 

batteries (LIBs) are SEI formation, which increases the impedance and the consumption of Li-

ions.  Additionally,  lithium metal plating could also contribute to accelerated aging, causing a 

further increase in capacity and power fade.  On the other hand, cathode materials in LIBs are 

significantly affected by both cycling and calendar life. The characteristics of the cathode may 

differ from one chemistry to another due to their sensitivities to aging.  Thus, the degradation 

mechanisms can be clustered into loss of lithium-ions (LLI), loss of active material (LAM) - anode, 

LAM – cathode, and increase of the faradic and ohmic resistances. We further concluded that while 
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the fracture, lithium plating, and dendrite formation lead to loss of active lithium resulting in 

capacity loss, the SEI layer formation affects both the capacity loss and power fade. We have 

tabulated the results. 

We also investigated the effects of external factors that accelerate the degradation process in 

the battery, such as temperature, charge/discharge rate, depth of discharge (DOD), time, voltage 

effects during cycling, and SOC during rest periods. A cause and effect diagram depicting the 

influence of the external factors on the internal degradation mechanism with their corresponding 

degradation modes (LLI, LAM, loss of cathode material) and effects on the capacity and power 

fade is shown in Figure 16. 

 

Figure 16. Cause and effect of degradation mechanisms adapted from (98). 

In the final step, we reviewed the recent advancement in SOH estimation methods integrated with 

internal degradation models and data-driven methods using artificial neural networks and deep 

learning. The comparison results for the SOH estimation approaches are presented in Table 6. 

Table 6. A comparison of emerging SOH estimation methods. 

Methods Key benefits Limitations 

Data-driven 

approach 

• Simple structure,   

• Easy to identify parameters and 

implementation,   

• Strong  ability  to  consider 

nonlinearities,   

• High  prediction accuracy,  

• Easy to cause under-fitting problems 

due to its linear regression type 

• Potential overfitting problems 

• Poor generalization, long-term 

prediction, and uncertainty 

manageability 



26 

• Robust to outliers,  

• Low prediction time. 

• Performance highly depends on the 

training process. 

Hybrid methods 

• Prediction accuracy is high and 

avoids the estimation error from 

the model mismatch 

• Enhances the model’s adaptability 

to varying operating conditions 

• Computation is complicated and 

depends on experimental data 

• Restricts its applicability under more 

complex aging conditions when 

combined with model-based methods 

Empirical 

methods 

• Easy to be built up and quick to 

produce predictions 

• Simple structure easy of 

extracting model parameters,  

• Low computational effort 

• Extensive laboratory tests over the 

entire operating  range  are  required 

• Poor  robustness and  low accuracy, 

• difficulty in developing suitable 

laboratory aging  tests  to  analyze  the  

interaction  between different  aging  

processes  and  link  them  to  life 

expectancy on an experimental basis  

• Low generalizability (restricted to a 

specific battery type and operating 

conditions). 

Physics-based 

models 

• High accuracy with an accurate 

model  

• linked to the underlying physics 

of the battery 

• Heavy computation load for 

electrochemical modes 

• Challenging to obtain model 

parameters 

DVA/ICA based 

methods 

• Easy to monitor and implement in 

BMS for online applications 

• Indicative of the intercalation 

process. 

• Limited  to  low  current  rates,  

sensitive  to  measurement  noise  and  

temperature,    

• Large  data requirements  of  voltage  

and  current  measurements 

Deep neural 

network 

• Automates the feature learning 

process from the large amounts of 

data 

• Learn highly representative 

features that carry the most useful 

information of the data 

• It needs a large amount of health data 

to train. 

 

A few of the potential research directions suggested for the Li-ion battery research community 

to develop an intelligent battery management system are as follows: 

• It is clear from the review that the modeling and estimation of the internal degradation 

processes are complex due to the interplay among these degradation mechanisms. 

Continuum models, which incorporate chemical/electrochemical kinetics and transport 

phenomena to produce more accurate predictions than empirical models, provide deeper 

insight into the cell. These models will offer a new perception of structural growth and the 

transport of ions in the SEI and need further research. 

• These integrated model-based approaches, where the internal degradation models are 

combined with ECM or electrochemical models for SOH estimation, have significantly 
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improved SOH estimation accuracy but are still in an infant stage and an open area of future 

research. 

• Integrating or reflecting the contributions of internal degradation mechanisms with 

empirical models could further improve the  SOH  estimation results and be another 

research direction. 

• Incorporating varying-parameter ECMs for SOC and SOH estimation will further improve 

the estimation accuracy. The development of filters or learning schemes to estimate/learn 

the time-varying parameters can provide a more reliable prediction of SOH. However, 

estimating or learning the time-varying parameters in real-time is a challenging problem 

and could be an area of future research. 

• A majority of the learning schemes are offline. The learning schemes must use the 

measured data in real-time to update the models with lesser computation requirements. 

This can be another potential area of research for developing real-time learning schemes 

for BMS. 

• The hybrid approaches, which combine the model-based and data-driven approaches, are 

also promising areas of future research for the adaptability and autonomy of BMS in battery 

health prediction. 

5.2 Findings from the SOH-coupled Model Validation (Task 2) 

Our experimental model validation results showed good model accuracy with a root mean square 

error (RMSE) of 0.29 V. In addition, the numerical validation proved that the coupled model could 

represent the battery’s life more accurately due to the incorporation of capacity fade in the ECM. 

The state estimation using EKF showed estimation accuracy 1%  for SOC, SOH, surface, and 

core temperature.  A detailed experimental and numerical analysis of the findings are presented 

below. 

5.2.1 Experimental Validation Results 

The charge and discharge voltage and current data from the MACCOR host PC were exported 

to MATLAB to perform the validation. Figure 17 depicts the comparison results of the model 

voltage output with experimentally measured voltage.   The model output tracks the experimentally 

obtained voltage under the same experimentally measured CC-CV input current over 52 charge 

and discharge cycles.  The root mean square error was found to be 0.29 V. This implies the model 

represents the dynamics of the A123 26650 over the life-cycle of the battery accurately. Note that 

we have obtained experimental data for 52 cycles for analysis and are a reasonable number of 

cycles to generalize the result.  

In the second step, we also evaluated the observability of the model via an  EKF. We estimated 

the model states using the same CC-CV current measured experimentally. The results are shown 

in Figure 18. It can be clearly seen from Figure 18 that the EKF was able to estimate the model 

states (red lines) close to the experimental values.  The SOC, SOH, and output voltage estimation 

errors are within a 1% band with RMSE 0.0108, 0.0157, and 0.3079, respectively. These results 

validate the analytical model proposed in the research and provide us the confidence to use them 

for fault detection discussed later in this section. 
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Figure 17. Comparison of the model output voltage with experimentally measured voltage for the A123 26650 LIB. 

 

Figure 18. State estimation of the LIB using EKF and experimentally obtained charge-discharge current. 

5.2.2 Findings from Simulation 

To further investigate the model over the complete life-cycle of the LIB, we have conducted 

numerical simulations. We also have compared our results with the uncoupled modes available in 

the literature. The comparison results are shown in Figure 19. The results showed that the 

incorporation of the capacity fade when computing the SOC of the LIB leads to a more accurate 

estimation. Since SOC is the key to determining the driving range of an EV, the model will provide 

accurate range estimation over the battery’s life and reduce the “range anxiety” significantly. A 

detailed analysis of the comparison is presented in the following few paragraphs. 

In Figure 19 (a) and (b), the evolution of SOC for the proposed coupled model in Eq. (12) and 

the uncoupled model in (101) were compared. From Figure 19 (a), it can be seen that the SOCs 

during the first charge and discharge cycle are the same for both models.  This is because the SOH 

value was 100% for both the models  (initial value), and the initial conditions were kept the same 
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for a fair comparison. However, as the battery ages, the impact of SOH on SOC increases due to 

the change in useC . Figure 19 (b)  depicts both models' SOCcurves for a time window at 

approximate mid-life. It can be observed that although the time window for both the models is the 

same,  the proposed coupled model was at its 2037th charge-discharge cycle, whereas the 

uncoupled model was at 2000th. As the battery’s capacity fades,  the useC  reduces,  which leads to 

a shorter charging and discharging time for the coupled model. It makes the cell cycle more time 

within time. Since the uncoupled model does not account for the capacity fade, the charging time 

remains the same, leading to a lower cycle number in the same amount of time.   

 

Figure 19.  Comparison of  (a) SOCs for the proposed SOH-coupled electro-thermal-aging model and SOH-uncoupled 

model for $10 A ( 4.17 rateC ) CC CV−  cycles at 
025aT C= , and (b) number of cycle numbers at the end of life 

(EOL). 

It can be inferred that the use of the uncoupled models for SOC estimation and EV range 

calculation may lead to inaccurate results (higher or lower) after a certain period of use. 

Further, Figure 19 (c) compares the SOH decays (capacity fade) to EOL (80%) for both models.  

It can be observed that the  SOH  for the uncoupled model decays to  EOL with a lesser number 

of charge-discharge cycles than the proposed coupled model in Eq. (12).  The  EOL  for the 

uncoupled model is achieved at 3887 cycles when compared to 4478 cycles for the proposed 

coupled model. This is as expected from the previous analysis. It can be further inferred that 

determining EOL using the uncoupled model may lead to erroneous perception of remaining useful 

life.   In summary, the proposed coupled model is more accurate for  SOC and  SOH estimation 

when compared to the existing electro-thermal-aging models in (101-102).    

5.3 Results and Finding from the Self-learning Model (Task 3) 

The numerical validation found that the NN-based self-learning model can learn the nonlinear 

SOH-coupled model reasonably accurately. However, the error margins of the NN-based learning 

scheme are higher when compared to the EKF based approach. This is primarily due to two major 

challenges in online learning: 1) a limited number of measurements are available to train the NN 

weights (i.e., output feedback), and 2) hyper parameter tuning plays a critical role in the 

convergence of the NN weights. This requires further investigation in determining the architecture 

of the learning network, weight tuning rule, and hyper-parameter optimization. A detailed analysis 

is presented below. 
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The comparison results for the proposed reformulated model states and NN-based identifier 

states are shown in the following figures. Figure 20 compares the model voltage outputs with 

corresponding NN-based identifier outputs. It is clear that the NN-based identifier can estimate the 

SOH and terminal voltage close to the model output. However, the RMSE is higher than that of an 

EKF discussed in the previous section. Furthermore, it is observed that the NN could approximate 

the voltage within 1% in the first cycle with proper tuning of the learning gains (hyper-parameters).  

 

Figure 20. Comparison of SOH and the terminal voltage of the model and the NN-based identifier. 

 

Figure 21. Comparison of surface and core temperature of the model and the NN-based identifier. 

On the other hand, it was observed that the surface and core temperatures,  shown in Figure 21, 

were learned with great accuracy.  However, the SOC and SOH estimation results were found to 

have a larger error, as shown in Figure 22. Note that the comparison results are over two charge-

discharge cycles. It was further observed that by tuning the hyper-parameters (NN learning gains), 

the estimation accuracy could be improved for one cycle. However, to generalize over the life-

cycle of the LIB is a challenging task. This requires further investigation for the NN architecture 

and tuning rule for the weights. It is worth mentioning that the NN weights were tuned online with 
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real-time measurement, and there were no target values as in the case of offline traditional machine 

learning algorithms. This makes the problem further challenging and requires further investigation.  

 

Figure 22. Comparison of SOC and SOH of the model and the NN-based identifier.  

5.4  Results and Finding from the Fault Detection Scheme (Task 4) 

In this section, we preset the analysis and finding for the fault detection scheme using the 

reformulated model in Eq. (24). It is found that the reformulated model can estimate the states 

(SOC, SOH, surface, and core temperature) and the internal resistance of the battery more 

accurately. Since the most critical fault in a LIB is the thermal fault, the variation in internal 

resistance, core, and surface temperature can be used to isolate the onset of the internal temperature 

rise.  Due to the higher RMSE of the NN-based self-learning identifier, we have used an EKF as 

the fault detection observer to develop the model-based detection scheme. In the following, a 

detailed analysis of the effectiveness of the EKF for fault analysis is presented. 

 

Figure 23. Input current without rest condition in amperes at 1 C-rate 
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First, we have analyzed the EKF estimation accuracy under the charge/discharge cycle at 1 rateC  

without the rest period, as shown in Figure 23. The estimated parameter 0R  , along with estimated 

states, are shown in Figure 24. The estimation results are shown for 50 charge/discharge cycles. It 

can be observed that the estimation errors for states SOC, cT  , 0R  and SOH in Figure 24 (a), (b), 

(c), and (d), respectively,  converge close to the actual values proving that the proposed coupled 

model can be used to design an EKF which can simultaneously estimate the state and internal 

resistance of  LIB. Furthermore, the 0R  and output voltage estimation error for charge/discharge 

input are within a  1% band with RMSE’s 0.0034, and 0.0072, respectively. 

 

Figure 24 Simultaneous state and internal resistance estimation of the reformulated model using EKF under 1C charge 

and discharge current 

Upon successful results from the EKF based state estimator, we validated the model-based fault 

detection scheme using the EKF as a detection observer. It can be seen from Figure 25 (d) that the 

output residual increases with the software fault incorporated in the model at the time of 30,000 

seconds. The residual is larger and beyond the threshold in the initial estimation phase of the EKF. 

Therefore, the detection algorithm is not activated during the initial estimation phase to avoid false 

positives. Once the state estimation error converges, the detection algorithm is activated to monitor 

the residual. It is clear from the simulation that the terminal voltage can be used to detect the fault. 

Note that the simulation results shown in Figure 25 is over 200 charge-discharge cycles. Therefore, 

the residuals look noisy.  

To isolate the fault, we also have plotted the residuals for the surface temperature (Figure 25 

(a)), core temperature ( Figure 25(b)), and internal resistance (Figure 25 (c)). All the residuals 

increase since all these states are affected by the internal temperature rise. It can be further noticed 



33 

that the core temperature rises at a faster rate when compared to other ones, implying a core 

temperature rise. This validated the fault detection scheme. 

 

Figure 25. Residual generation and fault detection and isolation. 

It is clear from the results that the proposed coupled model can be used to develop an EKF based 

fault detection observer.  The   SOH-coupling and reformulation to incorporate internal resistance 

as a state can help isolate the fault by monitoring all the states simultaneously. Note that the 

thresholds used for the fault detection are constant. However, since the model incorporates SOH 

and parameter variation with degradation, the threshold can be designed to be adaptive and need 

further investigation.  Implementing the fault detection scheme on board BMS will significantly 

improve the safety of EVs from thermal runaway.  The proposed scheme requires further 

experimental evaluation using use-cases prior to implementation. 
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6. CONCLUSIONS 

This project has extensively reviewed the literature and developed SOH-coupled models and a 

model-based fault detection scheme. The review concluded that SOH estimation is a complex and 

challenging task due to the correlation between the internal and external factors and the 

degradation mechanisms. Nondestructive quantitative evaluations of the degradation, taking the 

impact of aging factors (increment in internal resistance, increase in Li-plating, LLI, and operating 

conditions) into account, will result in a more accurate estimation of the health of the battery and 

longer life.  

The proposed SOH-coupled models can simultaneously estimate the SOC and SOH and 

can be used for fault and stress detection. The model validation results showed that the models 

represent the battery dynamics more accurately when compared to the uncoupled models 

throughout the LIB’s life. The EKF based state estimation under different current profiles further 

exemplifies the model behavior in representing the life-cycle of the battery.  It can be further 

concluded that the self-learning algorithm using the NNs can learn the model with reasonable 

accuracy. However, the accuracy is less than the EKF.  This is because online training of the NN 

weights with limited measurements leads to a higher approximation error. This requires further 

investigation for tuning of the hyperparameters for training.  Finally, incorporating the internal 

resistance as a state of the model enables the estimation of this parameter using an EKF. This 

further helps in detecting and isolating internal faults.  

In summary, the  SOH-coupled models can produce more accurate results in SOC and SOH 

estimation and fault detection and isolation. The development of real-time machine learning 

schemes with measured voltage, current, and surface temperature can address the challenges in 

modeling the internal degradation by leveraging the advancement in NN-based architectures and 

training schemes. Further, these learning-based intelligent models can be implemented in BMS for 

health-conscious decision-making with improved autonomy. The analytical results need to be 

further validated using use-cases and onboard EVs for implementation on board BMS.
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